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Abstract -  Sentiment analysis may be a study that analyses 

people's opinions, sentiments, evaluations, attitudes, and 

emotions from written communication. It's one of the 

foremost active research areas in tongue processing and is 

additionally widely studied in processing, Web mining, and 

text mining. This research has pervaded outside of 

computing to the management sciences and social sciences 

to business and society as a whole. The evolving 

importance of sentiment analysis coincides with the 

expansion of social media like reviews, forum discussions, 

blogs, micro-blogs, Twitter, and social networks. For the 

primary time in human history, we now have an enormous 

volume of opinionated data recorded in digital form for 

analysis. Today Sentiment analysis is being applied in 

most businesses and social domains because opinions are 

key influencers to most human activities and behaviours. 

Our beliefs and perceptions of reality, and thus the 

alternatives we make, are largely conditioned on how 

others see and evaluate the earth. For this reason, once we 

need to make a choice, we often seek out the opinions of 

others. This is often true not only for individuals but also 

for organizations. In this paper, we use Naïve Bayes 

classifiers in determining the sentiment embedded within 

the textual data. 

 

Keywords - Sentiment Analysis, Naïve Bayes Algorithm, 
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I. INTRODUCTION 

In this paper, we've discussed how sentiment is 

extracted from a text. It is a region where the users give 

their views and opinions to support the case. The main 

objective of our proposed system is to perform analysis on 

the text having sentiment, which causes great help to 

business intelligence on predicting the long run. This 

document addresses the sentiment analysis on the text, that 

initial classification is performed on text using Naïve 

Bayes classifier. Each text is represented within the sort of 

sentiment asserted in terms of positive, negative and 

neutral. Performing sentiment analysis is important, which 

is utilized for hunting out the pros and cons of their 

products within the market by a public that finishes up in 

improving their business productivity. 

II.  PROPOSED MECHANISM 

A. Introduction To Sentiment Analysis 

The history of the web has changed the way people talk 

about their perceptions. Nowadays, it is all done through 

different blog posts, online discussion forums, product 

review websites etc. People usually rely upon user-

generated content on any product to a good extent when it 

involves performing any desired action. When people want 

to shop for a product online, they will first search its 

reviews therein particular product website online before 

making a call. Some analysis is to be done on of these 

reviews in order that the ultimate outcome says whether 

the merchandise is nice to shop for or not. There are 

different sentiment analysis techniques that are available 

with many applications for various domains, like in 

business, to induce feedback for products from customers. 

Cognitive content and Machine learning techniques are 

two techniques that are mainly used for sentiment analysis. 

Within the case of the database approach, this needs an 

oversized database with predefined emotions and an 

efficient and effective knowledge representation for 

identifying sentiments. Within the case of Machine 

learning approach doesn’t require any predefined set of 

emotions. This makes use of a training set so as to develop 

a sentiment classifier that classifies sentiments from the 

tweets, and then the machine learning approach is very 

simpler than the knowledge-based approach. There are 

different machine learning techniques that are accustomed 

classify data, i.e., they are naïve Bayes classifier, support 

vector machine, decision tree, random forest, neural 

networks etc. Classification may be a technique that is 

employed to perform classification on different sets of 

information into different classes. These classification 

techniques are divided into two categories Supervised and 

unsupervised. In the supervised learning approach, the pc 

learns from the labelled input file that's given thereto and 

so makes the pc use this learning which is employed to 

classify output data. During this, the dataset could also be 

within the style of a class, i.e., identifying whether the 
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statement is positive or negative or it's going to be multi-

class too, i.e., the statement could also be positive or 

negative or neutral. In an unsupervised learning approach, 

the pc learns with the unlabelled input file and which is 

employed in grouping the info, for instance, cluster 

analysis. 

 

B. Phases Involved 

 The aim of this project is to develop a classification 

technique using machine learning which provides accurate 

results and automatic sentiment classification of a text by 

predicting the longer term. In this document, sentiment 

analysis is completed on text data. So in order to classify 

data first, we'd like to perform the subsequent steps. 

● Tokenization: it's a technique that divides the range of 

documents into small parts called tokens. These tokens are 

also within the sort of words or numbers or punctuation 

marks. 

Ex: it's going to rain today 

After performing tokenization, the sentence is split into 

tokens as follows 

It, is, going, to, rain, today. 

● Stop words: These are the common words that are to be 

ignored, which reduce the natural language of the dataset 

also the number of words (tokens). In our programming 

language, python, we use a tool called Natural language 

toolkit (NLTK), in which there is a list of stop words in 16 

different languages. 

Ex: i prefer dancing, so I dance. 

After removing stop words, the sentence is as follows 

Like, dancing, dance. 

● The bag of words concept is applied to these tokens. 

● Finally, our classification technique Naïve Bayesian 

classifier, is applied which calculates the probability of all 

the words in the document and offers the result, i.e., 

probability of each text in both and negative. 

● Results show the probability of each text saying whether 

the text is either positive or negative.  

C. Naive Bayes Algorithm 

1. Consider a training data set X consisting of documents 

that belong to different classes, say class A and B. 

2. Foregoing, probability of both classes A and B is 

calculated as shown 

Class A=Number of objects of class A/total number of 

objects. 

Class B= Number of objects of class B/total number of 

objects. 

3. Now calculate the entire number of word frequencies of 

both classes A and B, i.e., ni 

na=the total number of word frequency of cla  

ss A 

nb=the total number of word frequency of class B 

4. Calculate the conditional property of keyword 

occurrence for given class P(word1 / class A) = wordcount 

/ ni(A) P(word1 / class B) = wordcount / ni(B) P(word2 / 

class A) = wordcount / ni(A) P(word2 / class B) = 

wordcount / ni (B) ………………………………………… 

………………………………………… P (wordn / class 

B) = wordcount / ni (B) 

5. Uniform distributions are to be performed so on avoid 

zero frequency problems.  

6. Now a replacement document M is assessed supported 

calculating the probability for both classes A and B P 

(M/W). a) Find P (A / W) = P (A) * P (word1/class A)* P 

(word2/ class A)……* P (wordn / class A). b) Find P (B / 

W) = P (B) * P (word1/class B)*P (word2/ class B)……* 

P (wordn / class B).  

7. After calculating the probability for both classes A and 

B, the category with higher probability is the one the new 

document M assigned. 

III. FIGURES AND TABLES 

The following are the phases undergone in the process of 

sentiment analysis. 

 

 

 

  

Fig.1 Phases of Sentiment Analysis 
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Table 1. frequency of each word represente as count 

 

 

                

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                   

 

 

                                            

 

 

 

Fig. 2 Naïve bayes classification 
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                                Fig. 3 Architecture of sentiment analysis

IV.CONCLUSION 

As we can see, even a really basic implementation 

of the Naive Bayes algorithm can cause surprisingly 

good results for the task of sentiment analysis. Notice 

that this model is actually a binary classifier, meaning 

that it is often applied to any dataset during which 

we've two categories. There are all types of 

applications for it, starting from spam detection to 

bitcoin trading supported sentiment. With an accuracy 

of 82%, there is really a lot that you could do, all you 

need is a labelled dataset, and of course, the larger it 

is, the better! 
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